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Executive Summary
The emergence of Artificial Intelligence (AI) technology, particularly Large Language Models (LLMs) and
LLM powered AI Agents, has triggered a profound transformation in the landscape of offensive security,
including vulnerability assessment, penetration testing, and red teaming. This shift redefines AI from a
narrow use case to a versatile and powerful general-purpose technology. This paper explores the
transformative potential of LLM-powered AI by examining its integration into offensive security,
addressing current challenges, and showcasing AI’s capabilities across five security phases:
reconnaissance, scanning, vulnerability analysis, exploitation, and reporting.

Key Findings

Challenges in Offensive Security: Security teams face a shortage of skilled professionals, increasingly
complex and dynamic environments, and the need to balance automation with manual testing.

AI Capabilities: AI, mainly through LLMs and AI agents, offers significant capabilities in offensive
security, including data analysis, code, text generation, planning realistic attack scenarios, reasoning, and
tool orchestration. These capabilities can help automate reconnaissance, optimize scanning processes,
assess vulnerabilities, generate comprehensive reports, and even autonomously exploit vulnerabilities.

AI Benefits: Leveraging AI in offensive security enhances scalability, efficiency, speed, discovery of more
complex vulnerabilities, and ultimately, the overall security posture.

No Silver Bullet:While promising, no single AI solution can revolutionize offensive security today.
Ongoing experimentation with AI is needed to find and implement effective solutions. This requires
creating an environment that encourages learning and development, where team members can use AI
tools and techniques to grow their skills.

Recommendations

AI Integration: Incorporate AI to automate tasks and augment human capabilities. Leverage AI for data
analysis, tool orchestration, generating actionable insights and building autonomous systems where
applicable. Adopt AI technologies in offensive security to stay ahead of evolving threats.

HumanOversight: LLM-powered technologies are unpredictable, can hallucinate, and cause errors.
Maintain human oversight to validate AI outputs, improve quality, and ensure technical advantage.

Governance, Risk, and Compliance (GRC): Implement robust GRC frameworks and controls to ensure
safe, secure, and ethical AI use.

This paper empowers executive leadership, including Chief Information Security Officers (CISOs),
cybersecurity strategists, and executives, to secure the necessary resources for enhancing offensive AI
capabilities by effectively articulating the value of offensive security investments.
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Introduction
Offensive Security

Offensive security involves proactively simulating an attacker’s behavior by using tactics and techniques
similar to those of an adversary to identify system vulnerabilities. By understanding potential weaknesses
and threats, organizations can implement and enhance robust security controls, thereby reducing the risk
of exploitation by malicious actors.

To maximize the effectiveness of offensive security, it is crucial to ensure it aligns with the organization's
long-term goals and objectives. This approach focuses on the security risks most relevant to the
organization's priorities, ensuring resources are directed toward the areas that matter most.

The rest of this document explores three approaches to offensive security:

● Vulnerability assessment: can be used for the automated identification of weaknesses using
scanners.

● Penetration testing: can be used to simulate cyberattacks in order to identify and exploit
vulnerabilities.

● Red teaming: can be used to simulate a complex, multi-stage attack by a determined adversary,
often to test an organization's detection and response capabilities.

These approaches share similarities but differ in various aspects, as shown in the table below. While this
table provides a helpful overview, actual practices can differ based on various factors, including
organizational maturity and risk tolerance.

Type/Aspect Vulnerability Assessment Penetration Testing Red Teaming

Duration Short (hours) Medium (days) Long (weeks)

Risk Alignment Indirectly tied to organizational
risk

Influenced by organizational risk Based on organizational risk

Tooling Mainly Automated Automated/Manual/Custom Highly Manual/Custom

Sophistication Low Moderate High

Execution Undisguised Undisguised Disguised (stealth)

Cost Low Moderate High

Goal Identify and prioritize potential
vulnerabilities

Determine risks associated with a
range of system vulnerabilities

Measure the impact and
responses of an organization as

a whole

Table 1: Offensive Security Testing Practices
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While the techniques, breadth, and depth of testing vary across offensive security engagements, intrusion
typically follows five phases: Reconnaissance, Scanning, Vulnerability Analysis, Exploitation, and
Reporting. Before commencing any engagement, it is crucial to create a Statement of Work (SoW) or a
scope statement and establish the rules of engagement. These foundational documents set the stage for
the five phases shown. For the remainder of this paper, we discuss these five phases, while assuming the
scope and rules of engagement have been defined.

Figure 1: Offensive Security Testing Phases

Reconnaissance - Reconnaissance represents the initial phase in any offensive security strategy, aiming
to gather extensive data regarding the target's systems, networks, and organizational structure.

Scanning - Scanning entails systematically examining identified systems to uncover critical details such
as live hosts, open ports, running services, and the technologies employed, e.g., through fingerprinting to
identify vulnerabilities.

Vulnerability Analysis - Vulnerability analysis further identifies and prioritizes potential security
weaknesses within systems, software, network configurations, and applications.

Exploitation - Exploitation involves actively exploiting identified vulnerabilities to gain unauthorized
access or escalate privileges within a system.

Reporting - The reporting phase concludes the offensive security engagement by systematically
compiling all findings into a detailed report.

Current Challenges in Offensive Security

Offensive security testers navigate an increasingly complex landscape, facing numerous challenges that
can hinder the efficiency and effectiveness of their assessments. These challenges are further
compounded by a significant shortage of skilled security testers and cybersecurity experts in general.

Expanding attack surface: The proliferation of new technologies, such as AI, blockchain, cloud
computing, IoT, and an increased remote workforce, has exponentially expanded the attack surface. This
makes it harder to identify and secure all potential entry points.

Advanced threats: Adversaries are employing more sophisticated techniques, such as fileless malware
or living-off-the-land attacks combined with zero-day exploits, which can be difficult to detect and
mitigate.

© Copyright 2024, Cloud Security Alliance. All rights reserved. 7



Diversity of Assessments:Offensive security teams must be proficient in conducting a wide range of
assessments, including vulnerability assessments, penetration tests, and red team exercises. Each type
demands specific skills, techniques, and knowledge, making it difficult for testers to maintain expertise
across all domains. For instance, testing a mobile banking app requires a different skill set than assessing
an IoT device.

Adapting to Dynamic Environments:Offensive security assessments often occur in dynamic
environments where target systems, security controls, and configurations change rapidly. Testers must
remain agile and adapt their Tactics, Techniques, and Procedures (TTPs) in real-time, modifying attack
strategies, pivoting when a portion of the attack is detected, or adjusting social engineering approaches
based on observed user behavior.

Balancing Automation andManual Testing: Automated tools are essential for efficiency, but
over-reliance can lead to missed vulnerabilities and distraction by false positives. Striking the right
balance between automated scanning and in-depth manual analysis is an ongoing challenge.

Time-Consuming Tasks: Certain tasks, such as comprehensive authorization testing, code reviews,
crafting spear-phishing emails, and exploitation of complex vulnerabilities, are inherently time consuming.
They often involve extensive reconnaissance and iterative exploitation attempts.

Tool Development and Customization:Offensive security testers often need to develop or adapt
scripts, tools, or frameworks to uncover unique vulnerabilities or cater to specific target environments,
which can strain limited resources.

Communication and Reporting: Clear and effective communication with the stakeholders during and
after the assessment is equally important. Effectively communicating technical findings, translating them
into actionable recommendations, and delivering concise reports that resonate with diverse audiences
can be a significant challenge. This is particularly true when there is a substantial knowledge gap between
security testers and their audience, making it difficult to bridge technical complexities with business
priorities and risk tolerance.

Data Analysis and Threat Intelligence: The sheer volume of data generated during an assessment can
be overwhelming. Extracting meaningful insights, correlating findings, and staying up-to-date with the
latest threat intelligence demands constant vigilance and advanced analysis techniques, all while
contending with limited resources and staffing.

Compliance and Ethical Considerations:Offensive security testers must adhere to a growing number
of strict security standards, regulations, and ethical guidelines, ensuring that their actions do not cause
unintended harm or exceed the agreed-upon scope of the assessment. This is resource intensive and
time consuming for testers.

The shortage of cybersecurity professionals and the growing complexity of cyber attacks have created a
pressing need for innovative solutions. Artificial intelligence, particularly LLMs, offers promising avenues
for addressing many of these challenges. AI could alleviate the strain on human resources, significantly
augment the capabilities of offensive security testers, and enhance the effectiveness of offensive
security practices in general.

© Copyright 2024, Cloud Security Alliance. All rights reserved. 8



Artificial Intelligence

AI encompasses a variety of technologies designed to emulate human intelligence, including natural
language processing, machine learning, and robotics. While AI covers a wide range of technologies, our
focus is on technologies powered by LLMs.

Large LanguageModels

LLMs are sophisticated deep neural networks with billions of parameters that process and generate
language. Originally developed to predict subsequent words in sentences, these models now handle
complex tasks across text, speech, audio, and video applications.

LLMs operate on machine learning principles involving two key phases: training and inference. During the
training phase, LLMs analyze vast amounts of text data to identify linguistic patterns and learn to predict
subsequent words and generate coherent language. In the inference phase, learned patterns are
leveraged to process new text inputs, generate predictions, complete sentences, and provide relevant
responses.

LLMs are not limited to language processing. They excel at swiftly analyzing large amounts of data,
including text, code, logs, and HTTP traffic. Leveraging generative capabilities, they can create code,
scripts, and emails, as well as compile summaries and reports. The most advanced LLMs demonstrate
emergent abilities such as reasoning about text and making procedural decisions, which are crucial for
planning and goal-oriented tasks. To align with the terminology used in many papers on AI and AI
agents, we use the term “reason” to describe the ability to analyze text and make procedural decisions.
However, we acknowledge that there is ongoing research into whether AI agents can reason in the same
way humans do.

While LLMs offer impressive capabilities, they are not without their limitations. For instance, they
sometimes generate plausible-sounding but factually incorrect responses, a phenomenon known as
hallucination. This can be problematic when accurate information is essential, but may be beneficial in
creative applications like brainstorming. Further, LLMs include stochastic elements that enhance the
variety and naturalness of their outputs but also reduce predictability. As a result, similar queries might
produce completely different responses, unlike in traditional computational systems.

The application of an LLM, whether confined to a chat window or used to make real-world decisions, may
depend on the specific use case addressed. While chat-based LLMs are widely used for content creation
and creative purposes, ongoing research explores how these models can be leveraged to solve complex
problems autonomously, a significant step towards broader AI utilization.
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AI Agents

AI agents are autonomous or sometimes semi-autonomous systems designed to perceive their
environments and act to achieve set goals, thus shaping future interactions with the environment. These
agents can use the power of LLMs to plan tasks, trigger task execution, make decisions, and interact
meaningfully with the world. Unlike basic LLM applications, an AI agent using LLMs follows a cyclic
approach to achieve its end goal, continuously learning and adapting from its findings and adjusting its
approach. This iterative self-adaptation makes the agent effective at solving complex problems through a
multistep process until the task is completed.

An agent begins by breaking down the user request into actionable and prioritized plans (Planning). It
then reasons with available information to choose appropriate tools or next steps (Reasoning). The LLM
cannot execute tools, but attached systems execute the tool correspondingly (Execution) and collect
the tool outputs. Then, the LLM interprets the tool output (Analysis) to decide on the next steps used
to update the plan. This iterative process enables the agent to continue working cyclically until the user’s
request is resolved.

Figure 2: AI Agent Phases

© Copyright 2024, Cloud Security Alliance. All rights reserved. 10



As shown in Figure 2, consider a simplified example of an AI agent handling a complete penetration test
for a web application running at app.example.com, where we look into one cycle of the AI agent, the Web
Server Scanning phase. This cycle can be detailed as follows:

1. Planning: Based upon the existing plan and information created in previous cycles, the agent
prioritizes the task of Web Server Scanning.

2. Reasoning: The agent identifies the appropriate tool, in this case Nikto, for web server scanning.

3. Execution: The selected tool is executed against the target. Depending on its configuration, it
can either trigger the tool directly or patiently await human approval, providing a flexible and
user-friendly experience.

4. Analysis: The agent processes Nikto's output, identifying potential vulnerabilities like exposed
configuration files and databases. It then adjusts its execution for future cycles by recommending
changes to the plan, perhaps adding a task for further investigation of specific findings, which will
be considered in the next planning phase.

A simplified model of an AI agent like this may face limitations due to the potential breadth of the context,
causing the agent to lose track of their goals. To mitigate this, the concept of Multi-Agent Systems has
evolved, showing promising results in complex problem solving. Such systems comprise a lineup of AI
agents that collaborate to achieve tasks. Moreover, sophisticated short- and long-term memory
management is essential, often involving access to an external authoritative knowledge base through
Retrieval Augmented Generation (RAG) systems.

RAG contextualizes LLM output founded on an authoritative knowledge base external to its own training
data set. This approach enhances the relevance and accuracy of the responses generated by the LLM. By
leveraging both internal and external knowledge, the AI agent can provide more comprehensive solutions.
This integration is crucial for maintaining context and extending the LLM’s capability to generate output
specific to an organization or domain.

AI-Powered Offensive Security
AI has the potential to transform offensive security. AI-powered tools can simulate advanced cyberattacks
and identify network, system, and software vulnerabilities before malicious actors can exploit them. They
can aid security teams in efficiently scaling their efforts. AI may help cover a broader range of attack
scenarios, respond dynamically to vulnerability findings, adapt to different environments, and improve
over time.

AI models can suggest attack paths, generate and execute unseen test cases, and learn from each
interaction. AI-driven tools can also process vast amounts of data, uncover patterns unrecognizable to
the human eye, and assist in discovering vulnerabilities.

However, AI solutions are not a silver bullet. Their effectiveness is limited by the scope of their training
data and algorithms. Novel or complex scenarios might fall outside their capabilities. Human expertise
remains crucial for interpreting anomalies, applying judgment, and making strategic decisions with
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broader considerations beyond the immediate technical data. Therefore, it is essential to understand the
current state-of-the-art of AI and leverage it as an augmentation tool for human security professionals.

AI Augmentation and Autonomy

As discussed above, AI agents can autonomously or semi-autonomously navigate through cycles of
planning, reasoning, tool execution, and analysis to execute offensive security tasks with varying levels of
human input.

However, the level of autonomy granted to an AI agent has to balance the benefits of automation and
augmentation against the risks of unintended consequences, especially in critical applications.
Ensuring human oversight — or keeping the 'Human in the Loop' — is a strategic advantage. This
approach is crucial for combining AI's unique strengths with human expertise, leading to the best
outcomes. It maintains quality standards and accountability, especially in sensitive areas where
engagements are performed in productive environments.

AI can augment or automate an existing offensive security testing process as follows:

Table 2: AI potential for augmenting human tasks in offensive security phases

As the table above demonstrates, security testers can significantly benefit from using AI in all phases of
an offensive security engagement. AI can be granted varying levels of autonomy, allowing for a tailored
balance between automation and augmentation while adhering to regulatory and organizational policies.

© Copyright 2024, Cloud Security Alliance. All rights reserved. 12
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The figure below provides a conceptual view of how increased dependency on AI agents might be
implemented and managed.

Figure 3: AI Agency in the Offensive Security Process

● NoAgency: In the absence of AI, humans perform all tasks manually or with human-operated
tools.

● LowAgency:Granting AI low-level agency involves assisting with specific tasks, such as data
analysis or planning, while human supervision is still required for decision-making and execution.

● High Agency:Granting AI high-level agency enables it to autonomously execute tasks across
different phases with minimal human intervention, though humans remain in the loop for
oversight.

As AI-powered systems become more advanced, they can be entrusted with greater autonomy, leading to
scenarios where the AI agents work autonomously throughout engagements. The extent of human
intervention depends on the AI's capabilities, scope, predefined rules of engagement, and
trustworthiness. This progression ensures that AI-driven tasks remain effective while leveraging the full
potential of AI in offensive security. By responsibly integrating AI capabilities, irrespective of the levels of
autonomy, offensive security teams can support an adaptive and resilient security strategy.

In the following sections, we explore the applicability of AI capabilities, specifically LLMs, across the
aforementioned five phases of offensive security.

© Copyright 2024, Cloud Security Alliance. All rights reserved. 13



Reconnaissance

The objective of the reconnaissance phase is to gather detailed information about the target from
publicly available sources and passive reconnaissance techniques. This includes identifying the target’s
network ranges, domain names, employee details, technologies in use, and potential vulnerabilities
disclosed in security advisories. Tools utilized in this phase range from websites to social media to network
traffic analysis and various databases, which aim to accurately map the organization’s attack surface.
Unlike external threat actors, offensive security testers sometimes have access to internal resources such
as network diagrams, design documents, or configuration management databases (CMDBs), which
accelerate and enhance reconnaissance efforts. In scenarios like white box tests, where internal
knowledge is already available, reconnaissance efforts may be streamlined or even unnecessary.

Filtering through a vast amount of data to isolate pertinent information while discarding outdated or
irrelevant data presents a significant challenge in reconnaissance. AI offers a solution by automating both
data collection and analysis, efficiently identifying relevant information, and discarding extraneous data.
Additionally, AI can act as a powerful assistant, streamlining the reconnaissance process, enabling security
testers to focus on critical analysis, make better decisions faster, and develop better inference and attack
strategies.

Adaptive Test Planning: AI Agents can automatically analyze extensive resources and exploit pattern
repositories to generate tailored test cases for specific systems and configurations. This automation
reduces the time and effort spent on manual test case creation while increasing the scope of coverage.
Pentest GPT translates overarching test objectives into precise, actionable steps with increased accuracy
and reliability. This adaptive approach extends to tailoring context-aware testing strategies, integrating
insights from ongoing tool analysis, and data evaluation. AI Agents can dynamically prioritize actionable
steps, optimizing the order based on exploitability, severity, and impact.

Data Analysis: Leveraging LLMs to analyze responses from diverse network services (e.g., SMTP, FTP,
HTTP) or tools can yield insights into the target’s infrastructure. This includes IP address ranges, domain
names, network topology, vendor technologies, and the types of SSL/TLS ciphers, ports, and services
utilized. LLMs' robust data analysis capabilities have the potential to significantly streamline research
efforts and enhance the quality of findings.

Tool Orchestration for Data Gathering: AI can be leveraged to craft requests, queries, and command
line arguments efficiently. One study specifically used AI to craft various queries and command-line tool
arguments using natural language. Utilizing ShellGPT with GPT-3.5, the researchers automated the
generation of precise and contextually appropriate command line arguments from natural language to
gather information and extract actionable intelligence from databases and logs. Such an approach can
assist in passive and active reconnaissance for collecting vital information such as IP address ranges,
domain names, and WHOIS records.

Automated Data Collection: AI agent systems, such as AutoGPT, have been used to autonomously
discern potential targets by scrutinizing social media or web pages, thus laying the groundwork for a
thorough external offensive security assessment.

Depending on the authority delegated to AI, it can assist the security tester or may plan and orchestrate
larger parts of the reconnaissance phase.
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Scanning

The objective of the scanning phase is to actively probe systems and networks to develop a detailed map
of the target and its network structure, including potential vulnerabilities. Activities include detecting
open ports, running services, employed technologies, and potential weaknesses using various tools. Tools
and techniques involve using port scanners, vulnerability scanners, and fuzzing tools.

The primary challenge is handling the volume and complexity of data generated during the scan. Security
testers must systematically analyze this data to identify critical details, which can be time consuming and
prone to human error. AI can mitigate these challenges by automating the scanning process and analyzing
the results faster than manual review. AI can identify patterns, correlate data, and perform intelligent
continuous monitoring, enabling security testers to focus on higher-level analysis and strategy
development.

Scanning Configuration: AI can analyze system configurations and recommend optimal settings for
vulnerability scanners, ensuring comprehensive coverage without unnecessary overhead. Pentest GPT
and the authors of this paper leverage LLMs to guide users in executing scanning tools by providing
context-relevant command line arguments for offensive security tools.

Evaluation of Scanner Outputs: Large Language Models support the interpretation of tool outputs
and suggest subsequent actions. This AI-powered approach enhances the depth and accuracy of
vulnerability gathering about the target system. By processing and analyzing data from tools at scale, AI
models can offer more precise insights, directing testers to concentrate their efforts where they are most
likely to succeed.

Traffic Data Analysis: Targets generate large volumes of data from interactions that may be challenging
for humans to analyze comprehensively. LLMs have been utilized to examine traffic-based data to
identify vulnerabilities.

While AI can enhance efficiency during the scanning phase, validating its output is paramount to ensure
the accuracy of results and help security professionals make more informed decisions throughout
subsequent phases.

Vulnerability Analysis

The objective of the vulnerability analysis phase is to deeply analyze target systems and services for
security flaws beyond initial scanning. While scanning provides a broad overview of the target's current
state, a vulnerability analysis prioritizes potential technical security risks associated with these findings,
evaluating each potential vulnerability's severity and impact.

The challenge is that vulnerability analysis remains labor intensive and resource demanding, requiring
deep analysis. AI can mitigate these challenges by automating tasks, identifying zero-day vulnerabilities,
and prioritizing real-time risks based on real-world threats, enabling security teams to address the most
critical issues efficiently. AI can also help balance automation and manual testing by providing insights
that guide in-depth manual analysis, reducing the risk of missed vulnerabilities and false positives.
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False Positive Reduction: AI can be trained on vulnerability scan data to identify patterns and
signatures associated with false positives. This helps to reduce the time and resources wasted
investigating non-existent vulnerabilities.

Context-Aware Analysis: AI can analyze vulnerability scan results alongside system configurations,
network topology, threat intelligence, and business requirements to identify potential vulnerabilities that
traditional scanners might overlook. This context-aware approach offers a more holistic view of the
security posture.

Interpreting Tool Outputs: Advanced AI models demonstrate exceptional skills in interpreting outputs
from various testing tools, effectively guiding the vulnerability analysis process. This sophisticated
capability significantly enhances the accuracy of identifying vulnerabilities, leveraging LLMs to optimize
security testing strategies.

Source Code and Binary Analysis: AI’s capabilities include automating source code analysis to detect
vulnerabilities wherever source code access is provided, whether in open source or closed source
environments for white box security tests. Recent studies have demonstrated AI's significant efficacy in
scanning code snippets to identify security flaws, in several cases surpassing state-of-the-art SAST1

tools. This application of AI can accelerate the vulnerability detection process and minimize the likelihood
of human error, ensuring that even subtle or complex vulnerabilities are not overlooked.

Summarization: After scanning, it is crucial to summarize results based on high-priority vulnerabilities
and critical findings. AI models can correlate scan data with information gathered during reconnaissance,
providing a richer context for prioritizing vulnerabilities. Based on this comprehensive analysis,
suggestions for further investigations or remedial strategies are generated.

Prioritization: AI's proficiency in deductive reasoning and result interpretation proves valuable in
prioritizing vulnerabilities by risk magnitude or ease of exploitation. It swiftly digests vast amounts of text
data, such as tester tool logs, significantly speeding up the assessment process compared to traditional
or semi-automated approaches. Benchmark tests have shown that LLMs can accurately assess and
prioritize vulnerabilities based on their exploitability.

After analyzing the vulnerabilities, a security tester, like an attacker, moves on to the exploitation phase.

Exploitation

The objective of the exploitation phase is to test how effectively identified security weaknesses can be
capitalized on in real-world scenarios under controlled conditions. By simulating attacks, security testers
can evaluate the effectiveness of security controls and measure the potential depth of an attacker’s
penetration within the organization’s defenses if the scope allows. This often involves chaining multiple
vulnerabilities across different systems to break through significant layers of barriers along the attack
path. The attack plan and its opportunity assessment determine the choice of tools and techniques,
which may include exploit tools, custom scripts, and social engineering tactics.

1 Static Application Security Testing
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The challenge is determining the most effective paths to attack. AI can mitigate these challenges by
offering significant advantages in context-based planning, lining up vulnerabilities, suggesting potentially
suitable combinations thereof, and identifying optimal attack paths, thereby making the exploitation
process more efficient and potentially more effective. AI can also help testers adapt to dynamic
environments by quickly analyzing and responding to changing circumstances, adjusting attack strategies
in real time, and even autonomously exploiting zero-day vulnerabilities.

Exploitation Planning: AI systems can automatically analyze extensive security repositories and exploit
databases to generate tailored test cases for specific systems and configurations. This reduces the effort
required for manual test case creation and ensures comprehensive coverage. For instance, GPT-3.5
suggested realistic and feasible attack vectors like password spraying and Kerberoasting during high-level
task planning.

Network Traffic Analysis and Exploitation: LLM-powered hackbots have examined network traffic,
identified potential vulnerabilities, and proposed modifications to HTTP requests for exploitation.

Malware Development: AI can help develop new strains of malware that can evade traditional detection
methods by obfuscating malware payloads, generating polymorphic code, and identifying potential
indicators of compromise (IOCs) that need to be avoided.

Proof of Concept and Exploit Development: LLM-powered technologies can be leveraged to
generate exploits and proof-of-concept scripts based on detected vulnerabilities. These proofs of
concept demonstrate and explain vulnerabilities' exploitability, validating their existence and impact.

Fuzz Testing: In fuzz testing, AI can be leveraged to generate diverse inputs, potentially uncovering
vulnerabilities that traditional methods miss. While AI-generated inputs can offer unique advantages
through their adaptability and synthesis of information from various sources, traditional rule-based
approaches may provide more consistent and predictable results. Combining both methods offers a more
comprehensive approach to fuzz testing, with AI generating a wider range of inputs and rule-based
methods ensuring thorough coverage of known edge cases. Additionally, LLMs can contribute to this
hybrid approach by, for example, generating or selecting contextually relevant wordlists or patterns.

Social Engineering Simulations: AI can craft realistic phishing emails and social media messages and
impersonate individuals, testing employee awareness and an organization's robustness against social
engineering attacks. This application of AI helps identify potential human-factor vulnerabilities within
security practices.

Boosting Creativity and Innovation: Security testers might overlook specific attack paths. AI can
support them in exploring unconventional tactics and identifying creative ways to exploit vulnerabilities,
pushing the boundaries of security testing.

Interactive Exploitation: AI-driven tools like PentestGPT guide the execution of exploitation tasks by
generating intuitive commands for various security tools tailored to specific scenarios and interpreting
their outputs. PentestGPT has proven efficacy in easy- to medium-difficulty challenges on HackTheBox,
leading to a reported ranking among the top 1% of players in a community of over 670,000 members.
Another study utilizes LLM-based systems to execute and refine attack commands on vulnerable virtual
machines through SSH. For instance, the system could escalate privileges by exploiting misconfigurations
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in the sudoers file, demonstrating AI’s practical application in real-world penetration testing. ExploitFlow2

facilitates Game Theory and AI to produce and represent the exploitation process as dynamic attack
trees, capturing the system's state at every process step.

Autonomous Exploitation: The highest level of automation is achieved using AI Agents that
autonomously exploit targets. LLM-powered systems have demonstrated high capability in autonomously
exploiting identified vulnerabilities, including SQL injections and XSS attacks. Furthermore, AI Agents
have been reported to autonomously and without any Offensive Security specific training or fine-tuning
to exploit one-day vulnerabilities with an 87% success rate in the performed tests, given relevant CVE
information. A follow-up to that paper also showed that teams of AI Agents can autonomously exploit
zero-day vulnerabilities. Further, the Wintermute tool has been shown to autonomously identify and
execute complex privilege escalation strategies within Linux environments.

While LLM-enabled AI agents can significantly benefit security testers, this phase is often a hybrid of AI
and human interaction to supervise autonomous agents and ensure they don’t exceed their scope and
compromise organizational security.

Reporting

The objective of the reporting phase is to compile a comprehensive report detailing the entire
engagement process. Activities include summarizing discovered vulnerabilities, attempted as well as
successful exploits, potential impact, and recommended remediation measures. Tools and techniques
involve documentation tools to create detailed reports that provide actionable recommendations.

The challenge is producing high-quality documentation that is consistent across multiple security testers
and tailored to the specific target audience to ensure they can understand and act upon it. AI can
mitigate these challenges by automating the report generation process, ensuring thorough, consistent,
and accurate documentation tailored to the respective audience while providing actionable insights for
future security improvements. Additionally, AI can assist in effective communication by translating
technical findings into actionable recommendations and delivering concise reports that resonate with
diverse audiences, bridging the knowledge gap between security testers and stakeholders.

Automated Reporting: AI generates comprehensive reports on offensive security engagements by
summarizing findings, prioritizing risks, and recommending remediation steps. AI-powered proofreading
can further automate the QA process. This saves security teams valuable time and ensures clear
communication with stakeholders.

Visualization:When integrated with visualization tools, AI can enhance reporting using advanced
graphical data representations, making findings more accessible and actionable for stakeholders. For
example, AI can analyze vulnerabilities to generate threat landscape diagrams, interactive visualizations
depicting the attack surface, relationships between vulnerabilities, and critical attack paths. These visual
tools improve report clarity and help stakeholders understand and prioritize risks effectively.

2 https://attack.mitre.org/techniques/T1548/003/The sudoers file, /etc/sudoers, describes which users can run which commands
and from which terminals.
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Data-Driven Insights: AI analyzes results to identify trends and patterns. This data refines future
Offensive Security efforts and prioritizes security investments for maximum impact.

Generate Remediation Instruction: AI has advantages over human experts in relating vast amounts of
knowledge to generate remediation instructions.

Now that we know how AI can help in Offensive Security, let's examine how threat actors already use it.

Threat Actor’s Use of AI

While we have explored the use of AI in offensive security through the lens of a security tester or
researcher and some of the challenges they can overcome with the possible use of technology, we’ll be
remiss not to view it through the lens of threat actors and how they are leveraging the technology. This
gives us another reason to consider looking into AI for offensive security. Oftentimes, tactics used by
these malicious actors overlap with methods that offensive security testers employ to identify
vulnerabilities.

Threat actors are actively using AI to enhance their operations, as highlighted in a joint effort by Microsoft
and OpenAI.

AI-Assisted Reconnaissance: Threat actors use AI to automate the gathering and analysis of data on
technologies and vulnerabilities, significantly enhancing their reconnaissance capabilities. AI enables
them to quickly process large volumes of information, precisely identifying potential targets.

AI-Powered Social Engineering: Leveraging AI, threat actors generate context-specific, convincing
phishing content. By analyzing publicly available information about individuals, such as their professional
backgrounds or interests, AI can craft personalized phishing emails or messages that are more likely to
deceive recipients.

Malicious CodeWriting: Employing AI to aid in developing and refining malicious scripts and malware,
lowering the technical barrier for complex cyberattacks.

Vulnerability Research: Threat actors utilize AI to understand and identify publicly reported
vulnerabilities in software and systems. AI can analyze security reports, and patch notes, and exploit
databases to find exploitable weaknesses.

Bypassing Security Features: AI is employed to overcome security mechanisms like two-factor
authentication or CAPTCHA. This enhances the ability to automate spam attacks and create large-scale
fraudulent accounts and online profiles.

Anomaly Detection Evasion: Another tactic involves developing methods with AI to help malicious
activities blend in with normal behavior or traffic. By mimicking legitimate patterns, AI helps evade
detection systems, making it harder for security teams to identify and mitigate threats.

Operational Command Refinement: AI refines command and control operations, making
post-compromise activities more sophisticated and harder to detect. Threat actors utilize AI to optimize
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command sequences, improve remote control of compromised systems, and manage data extraction
processes more effectively.

By understanding and counteracting how threat actors use AI, security professionals can better protect
their organizations and stay one step ahead in the ongoing battle against cyber threats.

AI-Powered Offensive Security in the Near Future

As illustrated by various examples above, AI can significantly enhance Offensive Security capabilities by
increasing scalability, efficiency, speed, and the discovery ofmore intricate vulnerabilities. The
level of AI's autonomy varies across these examples, with recent research indicating a progression toward
greater autonomy. As AI continues to evolve, we can anticipate even higher levels of autonomy and
automation, further bolstering its support across various functions within offensive security.

Lowering Barriers to Entry

AI’s introduction and increased agency mean that the entry barrier to Offensive Security is lowered. This
democratization allows more individuals and businesses to participate in security testing without requiring
deep expertise in vulnerabilities or techniques. For example, tools like OpenAI's GPT-4o can generate
attack scripts, allowing less experienced security professionals to conduct sophisticated security testing.
This democratization means more organizations can adopt robust offensive security practices. AI can
automate information collection and execute standard exploits, enabling users to perform complex
attacks more easily. Numerous studies outside Offensive Security have shown that lower performers
benefit most from AI today, indicating that AI can empower a broader range of users to contribute to
security testing efforts.

Impact on Professional Security Testers

AI’s capabilities can significantly change how professional security testers operate. By automating
time-consuming tasks such as data collection, vulnerability scanning, and initial exploit attempts, AI allows
security testers to focus on more strategic, creative, and complex aspects of security testing. This shift
enables professionals to engage in more profound analytical work and develop new testing
methodologies that better mimic sophisticated cyber threats. In essence, AI enhances productivity,
enabling security testers to uncover and address more complex vulnerabilities that would be difficult to
detect manually. However, this will require Offensive Security teams to develop new skills in areas such as
AI model training, data preparation, and algorithm optimization to effectively leverage AI tools and
techniques.

Shift-Left Offensive Security

With increased automation and shorter feedback cycles in Offensive Security, these activities can be
integrated earlier in the DevSecOps process. This shift-left approach means that security considerations
are embedded from the beginning of the software development lifecycle, resulting in a more proactive
and fundamental impact on a business’s overall security posture. By identifying and mitigating
vulnerabilities earlier, organizations can reduce the risk of security breaches and ensure more robust
protection.
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Maturing AI Solutions

Currently, no single AI solution on the market can revolutionize Offensive Security by itself. However, in
the near future, we will likely see more commercial security solutions enabling and augmenting security
testers to a much larger extent. These systems will likely integrate seamlessly with external systems and
sources, such as threat intelligence feeds, social media, and dark web sources. Such integrations will
enable AI-driven offensive operations to leverage real-time data on emerging vulnerabilities, exploits, and
threat actor activities. By learning from these external intelligence sources, AI systems can enhance their
attack simulations, making them more effective and up-to-date with the latest adversarial tactics.

Increasing Autonomy of AI Agents

As AI systems mature, the autonomy of AI agents in Offensive Security will increase rapidly. These
autonomous agents will be capable of conducting more complex offensive operations with minimal human
intervention, making real-time decisions, and adapting their strategies based on the evolving security
landscape. This evolution will allow AI agents to perform tasks that previously required significant human
expertise and oversight, further enhancing the efficiency and effectiveness of offensive security
operations.

Balancing Automation and HumanOversight

Despite AI advancements, balancing automation and human oversight is currently beneficial. Human
oversight ensures that AI’s decisions are validated and unintended consequences are mitigated. While
some studies outside Offensive Security have shown that AI alone can sometimes perform better than
human-AI collaboration (e.g., AMIE), a balanced approach that leverages the strengths of both AI and
human expertise should yield the best results in the near future. This combination enhances the
effectiveness of security measures while maintaining the integrity and trustworthiness of cybersecurity
practices.

Adversarial attacks

All advantages listed above for Offensive Security are applicable to malicious use as well. Security testers
must also consider the potential for adversaries to leverage AI capabilities in their attacks. To keep the
attack simulations realistic and effective, security testers need to stay current with the latest AI
advancements used by adversaries. This necessitates adapting and evolving their techniques and tools at
least as quickly as the adversaries do. Security testers must work with AI and continuously integrate new
AI capabilities into their offensive security practices to anticipate and counteract sophisticated threats.

As we look towards a future where AI’s agency in Offensive Security continues to grow, achieving a
balance between automation and human insight will be essential. This approach enhances the
effectiveness of security measures and maintains the integrity and trustworthiness of cybersecurity
practices.
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Challenges and Limitations - Risks andMitigations

Utilizing AI in offensive security presents unique challenges and limitations. Managing large datasets and
ensuring accurate vulnerability detection are significant challenges that can be addressed through
technological advancements and best practices. However, inherent limitations, such as token window
constraints in AI models, require careful planning and mitigation strategies.

While AI can enhance the efficiency and effectiveness of security measures, these complexities
underscore the importance of careful integration of AI into security frameworks. Robust training and
validation of AI models are crucial to ensure their reliability and performance. Moreover, stringent ethical
guidelines must govern the use of AI to prevent misuse and ensure responsible application. By addressing
these challenges and limitations, organizations can leverage AI to strengthen their offensive security
capabilities while maintaining ethical standards and operational integrity.

Technical Challenges and Limitations

When integrating AI into Offensive Security, several direct issues can arise related to the technology's
capabilities, configurations, and performance. General technical risks associated with AI integration are
comprehensively outlined in resources such as OWASP's Top 10 for Large Language Model Applications
and will not be elaborated on here.

Challenge/
Limitation

Description Risk Mitigation

TokenWindow
Limitations

AI models have a finite
capacity for processing data
in a single request, making
analyzing large documents
cumbersome and inefficient.

Degraded performance Utilize AI models with large context
window lengths, like Google Gemini 1.5
Pro with 2 million tokens, or use data
chunking techniques, like map-reduce.

Guardrails and
Content
Filtering

Existing public AI models
have built-in restrictions
that prevent them from
responding effectively to
specific prompts that could
be deemed harmful or
inappropriate.

Limited utility in dynamic
security scenarios

Utilize models with flexible content
filtering or develop custom models
incorporating adjustable operational
guidelines tailored to specific security
needs without causing unintended
harm or exceeding established
boundaries.

Lack of
Domain
Knowledge

AI may not possess
sufficient domain-specific
knowledge for specialized
security tasks.

Limited effectiveness in
security scenarios

Use Retrieval-Augmented Generation
(RAG) to incorporate relevant domain
knowledge. Optionally enrich AI
training with domain-specific data.

Hallucinations An LLM can provide
factually incorrect
information that sounds
plausible.

Making decisions based on
information that looks true
but isn't

Augmenting AI outputs with human
oversight and cross-referencing
against verified data sources.

Data Leakage Inadvertently incorporating
sensitive data into AI model
training.

Exposing critical
information

Enhance with automated data
scrubbing tools and regular audits to
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identify and remove sensitive data or
use self-hosted models.

False Positives AI systems may incorrectly
flag vulnerabilities.

Wasted resources and
disruption to testers due
to unnecessary
investigations

Incorporating feedback loops into the
AI system to adapt and refine its
vulnerability detection algorithms can
minimize false positives.

False
Negatives

Conversely, AI may
incorrectly miss
vulnerabilities.

Undetected security
vulnerabilities and
potential breaches

Regularly updating the AI with the
latest threat data and real-time
anomaly detection techniques can
enhance performance.

Loss of Scope
Control

AI might autonomously
expand the target list
beyond the initially intended
scope.

Testing unauthorized
systems or exceeding
permissions could lead to
legal or ethical violations,
data breaches, or
damaging critical systems.

Adding more stringent approval
processes and checks can ensure
actions remain within authorized
boundaries

Compromised
Stealth

The detectability of
AI-driven activities could be
higher than expected.

The effectiveness of red
teaming exercises could
be compromised if the
target systems quickly
detect the AI's actions.

Tune the AI-powered system to keep
below detection levels by limiting the
tool use and speed.

Collateral
Damage

AI could create
self-propagating malware.

Disruption beyond the
intended target due to
uncontrolled
self-propagating malware

Conduct pre-deployment impact
assessments to predict and prevent
damages.

Training Data
Poisoning

Malicious alterations to
training datasets.

Degraded performance
and inaccurate results
could lead to missed
threats or wasted
resources.

Constantly monitor for unusual model
outputs that may indicate data
tampering.

Explainability
and
Transparency

AI models' decision-making
processes can be opaque,
making it difficult to
understand how they arrive
at conclusions in security
testing.

Unidentified biases or
errors within the AI
model's decision-making
process lead to missed
threats or wasted
resources due to a lack of
trust in the AI's reasoning.

Implement techniques such as feature
importance scoring and model
auditing to make AI decision-making
processes more understandable and
traceable.

Table 3: Technical Challenges and Limitations
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Non-Technical Challenges and Limitations

These include broader organizational, ethical, or strategic concerns that impact the deployment and
operation of AI.

Challenge/
Limitation

Description Risk Mitigation

Data privacy
regulations
limitations

Regulations restrict
sending data to
cloud-based AI services.

Limited access to powerful
AI models hinders
innovation and efficiency.

Explore on-premises AI,
privacy-preserving techniques, or data
anonymization methods.

Cost Concerns Developing, training, and
operating specialized AI
models is expensive.

Not employing AI or at
least only in a very limited
capacity

Use pre-trained models, open-source
tools, and cloud-based AI services to
reduce costs.

Ethical
Violations

AI could overstep social
engineering scope or
moral boundaries.

Socially unacceptable or
manipulative behavior.

Regular training and updates on ethical
guidelines for the AI and the team can
enhance adherence.

Over-Reliance
on AI

Relying on AI-aided
Offensive Security to the
point where other
essential security
practices are ignored.

Neglecting other essential
security practices.

Regular drills and scenario training
involving AI and human elements to
ensure readiness and capability without
over-reliance.

High-Value
Targeting

Custom AI offensive
security systems can
become high-value
targets for attackers.

Misusing unauthorized
access to cause harm.

Implement strict access control,
anomaly detection, and fail-safe
mechanisms.

Table 4: Non-Technical Challenges and Limitations

While AI offers significant potential to enhance offensive security capabilities, it's crucial to acknowledge
the challenges and limitations and the risks they present. Implementing appropriate mitigation strategies
can help ensure AI's safe and effective integration into their security frameworks.

Governance, Risk, and Compliance (GRC)

Leveraging AI for offensive security requires an integrated approach to governance, risk, and compliance
(GRC). This ensures that AI tools are used effectively and ethically, following frameworks like the NIST AI
Risk Management Framework (NIST AI RMF), AI Organizational Responsibilities - Core Security
Responsibilities, and the OWASP LLM AI Cybersecurity & Governance Checklist. These frameworks provide
valuable assessment criteria encompassing safety, security, resilience, explainability, privacy enhancement,
fairness, and transparency.
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Trustworthy AI Implementation

● Safe, Secure, & Resilient: AI models must prioritize safety throughout their lifecycle, from design to
deployment and decision-making. Tools like Microsoft Azure Machine Learning exemplify this by
integrating robust security and resilience measures at each stage.

● Explainable & Interpretable: Effective offensive security requires understanding AI outputs to
ensure valid remediation of identified issues. Tools like IBM's Watson for Cyber Security offer
explainable AI (XAI) outputs detailing the reasoning behind detected threats, thereby aiding
security analysts in validating and responding to AI findings.

● Privacy-Enhanced: AI models must protect individual privacy by ensuring identity, anonymity, and
confidentiality. . For instance, Google's AI systems comply with GDPR, ensuring data privacy while
analyzing vast amounts of data for potential threats.

● Fair: AI models must reduce biases to ensure effectiveness in diverse environments. Offensive
security tools like Google's AutoAI and employ bias detection mechanisms to ensure fair and
unbiased security threat assessments.

● Transparent: AI systems that are transparent allow security teams to understand and trust AI
decisions. Transparent models, like those used by Palo Alto Networks, provide clear insights into
AI's decision-making processes in threat detection and response.

Third-Party RiskManagement

When using third-party AI models for offensive security, supplier evaluation is critical. This involves
assessing data security practices, model training data, and potential information leaks.

● Adherence to Standards: Evaluate suppliers' adherence to security and privacy standards like
ISO/IEC 42001:2023 and ISO/IEC 27001 and GDPR. Tools like IBM QRadar help comply with
various standards while providing AI-driven offensive security threat detection.

● Security and Privacy Certifications: Request certifications for hosted AI solutions to ensure they
meet regulatory requirements. For example, Amazon Web Services (AWS) AI services often provide
necessary certifications and compliance assurances.

● Contractual and Insurance Coverages: Address specific risks related to the offensive security AI use
case through contractual agreements and insurance coverages. This ensures that any potential
issues are mitigated through legal and financial protections.

GRCConsiderations

● Legal Frameworks: Understanding legal and regulatory requirements for AI in offensive security is
essential. For example, AI models must comply with regional laws such as Europes GDPR and EU AI
Act or Californias CPRA (CCPA as amended).
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● Ethical Guidelines: AI governance must include ethical considerations. Using resources like the
UNESCO Recommendation on the Ethics of AI and IEEE EAD standards can provide additional
guidance. Establishing a culture of ethical AI use is crucial for maintaining trust and integrity in
offensive security operations.

● Organizational Policies: Develop clear policies governing AI use in offensive security. These should
complement existing legal and ethical frameworks and include specific playbooks for practical
implementation.

GRC Summary

Introducing AI-aided offensive security requires careful assessment to avoid unintentionally expanding
other risks. A full risk assessment aligned with the NIST AI RMF can help mitigate identified risks. This
includes considering potential conflicts between the AI model's functionalities and privacy policies and
preventing the exposure of sensitive information to unauthorized parties.

By following established frameworks and guidelines, organizations can ensure that AI-aided offensive
security implementations are safe, ethical, and compliant with regulatory standards, enhancing their overall
security posture.
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Conclusion
Artificial intelligence (AI) is rapidly advancing, bringing enhanced agency and automation. These
developments offer new opportunities and present challenges for offensive security teams globally.
Malicious actors operating outside the bounds of legal and ethical frameworks are already exploiting
these advancements, highlighting the critical need for defenders to innovate proactively.

As detailed in this paper, AI technologies, particularly LLMs and AI Agents, significantly enhance offensive
security by automating and scaling tasks. This improvement boosts efficiency, allows for more
sophisticated and extensive assessments, and enables security teams to focus on process improvement
and strategic work. Moreover, AI democratizes security testing, lowering entry barriers and addressing the
shortage of skilled professionals.

Despite these benefits, no single AI solution can revolutionize offensive security practices today.
Therefore, a multifaceted approach is necessary, involving continuous experimentation with AI to find and
implement effective solutions. This requires creating an environment that encourages learning and
development, enabling team members to grow their skills with AI tools and techniques.

To leverage AI effectively, organizations must share best practices and develop custom tools tailored to
specific security needs, ideally through interdisciplinary collaboration between departments such as Data
Science, Cybersecurity, Legal, etc. This ensures a holistic approach to AI integration and risk
management. As AI systems integrate into workflows, they introduce new technical and organizational
challenges that must be managed carefully. Vigilance is required to prevent AI-driven tools from being
misused or behaving unpredictably.

Promoting a culture of responsible AI use is essential to ensure teams understand the risks and impacts of
integrating AI into offensive security. This includes establishing a robust Governance, Risk, and
Compliance (GRC) framework to manage these risks effectively.

In conclusion, offensive security must evolve with AI capabilities. By adopting AI, training teams on its
potential and risks, and fostering a culture of continuous improvement, organizations can significantly
enhance their defensive capabilities and secure a competitive edge in cybersecurity.
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